**KMS Encrypted EBS Volume: Attach to another instance and check the data**

Amazon EC2 sends a Create Grant request to AWS KMS so that it can decrypt the data key.

**EBS encryption works**

When you create an encrypted EBS volume and attach it to a supported instance type, the following types of data are encrypted:

• Data at rest inside the volume

• All data moving between the volume and the instance

• All snapshots created from the volume

• All volumes created from those snapshots

**Re-attaching an encrypted EC2 volume to a new instance**

• EC2 instance is running with a secondary EBS volume attached. This volume should hold persistent data.

• EC2 instance needs to be destroyed and recreated. Maybe I've changed the VPC or maybe the AMI I am using.

• Automation detaches the volume, terminates the instance, creates a new instance, then reattaches the volume

Connect to the New Instance:

• Connect to the instance where you attached the EBS volume using SSH or EC2 Instance Connect. Mount the EBS Volume on the Instance:

• available disk to find the newly attached volume:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALAAAAAiCAYAAAD/GVMWAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAALsSURBVHhe7dtfSJNRGAbwJyWoCyfoiKyoGyMJg6LC0upC1CCpURq1oGUZDCxom7PRRBtEmgrOGwOTkoz+YAZBGfQPIpxEZaBUGIFQIUoto0GsMF3f9h2tNtQNdOzU84PDzjnvzvluHtjGy+b4FJgBGo1GzOhf4fF4xCx2xYlXIikxwCQ1BpikxgCT1BhgkhoDTFJjgElqDDBJjQEmqTHAJLWotpJzLQ0oXDFfXQx1wnjykjoPQ+BsYvekZ6a+ez8cTZuALiMcF8UWTYut5CADL5/A5XJh3lod9PkZYjc8adkFU56Z+u4M5Ov1iPCRJIGoBvj1vWtobW3F86ERsTNzZvNuil2x9R24wISqqqqJUVGsfOwH2Wn+XTcViM1IZRWjwn9HRTFCn0AyiaEAb0dJqRHbUt1wu9Ux7PGKmqBdg6M7lqv1rD04VlqinIrQBgNsNjP0Wcodw18R9ASSTAwFeCsOpidjZKAT9fX1gdF4vVvUBN8YbjfXqfXaXvjSrTiUL2rhSNTDfNyKoqTLcNYqdzS2I+gJJJkYCvBdtDz6iIXZZbBYLMooQp6oTPjcA+eVp+q8oxfvvmuxJIIAJ6XbcCInAW/qqtHcITZJajEU4Fs4W+PEuY630Gq1yDlcBtuRfcgW1VCjGPP9wDe3WIYh3nsH/V9GkbBAh9Vij+QWWz/iXOdxym6HXRk1PfFYX23GLlEKtio/A0vjPuDVA7ERhk8v7MrXhn4sqqyEdfdmsUsyi2KAVyJvrwEGgwHrFs4FNKmBuUG3US1n6tS1GMuSf2Lw2U10qVXV+BllWMsX433LBdx47C9Mc/cf2mrPoPEqsOV0ufIeHULfQTKJYicuF+aGQqSJZtmE8a7ZAQeaMlPEpp8XfW0mOB+qq786bX7ePrSbnLgfWExzd0gnTl2nYBCdRgfC7wf+X2ToxPFfyTQptpKJZhkDTFJjgElqDDBJjQEmqTHAJDUGmKTGAJPUGGCSGgNMUmOASWLAL2YxAZUF1AtrAAAAAElFTkSuQmCC)

**Detach:**

Detach the volume from the instance through the AWS Management Console or AWS CLI
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**Modify the script to take inputs such as the starting number and ending number, ensuring the operation is performed within this range.**

**Create a Bash Script**:

This script will accept two inputs: a starting number and an ending number, then perform a sample operation within this range

usage() {

echo "Usage: $0 <start\_number> <end\_number>"

exit 1

}

if [ "$#" -ne 2 ]; then

usage

fi

START\_NUMBER=$1END\_NUMBER=$2

if ! [[ "$START\_NUMBER" =~ ^-?[0-9]+$ ]] || ! [[ "$END\_NUMBER" =~ ^-?[0-9]+$ ]]; then

echo "Error: Both start\_number and end\_number should be integers."

usage

fi

if [ "$START\_NUMBER" -gt "$END\_NUMBER" ]; then

echo "Error: start\_number should be less than or equal to end\_number."

usage

fi

for (( i = START\_NUMBER; i <= END\_NUMBER; i++ )); do

echo "Processing number: $i"

**Objective: The script should identify services with high CPU and memory utilization, capture these values, and send an email with the details to your Gmail account. Additionally, it should execute every minute. Details: CPU and Memory Monitoring: The script should track services with high CPU and memory usage, logging the CPU% and MEM%. Email Notification: Send a report to your Gmail with the captured data. Scheduled Execution: The script should run every minute.**

GMAIL\_USER='your-email@gmail.com'

GMAIL\_PASSWORD='your-password'

TO\_EMAIL='your-email@gmail.com'

EMAIL\_SUBJECT='High CPU and Memory Usage Report'

CPU\_THRESHOLD=50

MEM\_THRESHOLD=50

TMP\_FILE=$(mktemp)

get\_high\_usage\_services() {

ps aux --sort=-%cup | awk -v cpu\_thresh="$CPU\_THRESHOLD" -v mem\_thresh="$MEM\_THRESHOLD" '

NR>1 {

cpu=$3; mem=$4; cmd=$11;

if (cpu > cpu\_thresh || mem > mem\_thresh) {

print sprintf("PID: %s, USER: %s, CPU: %.2f%%, MEM: %.2f%%, COMMAND: %s", $2, $1, cpu, mem, cmd)

}

}' > "$TMP\_FILE"

}

send\_email() {

local body=$(cat "$TMP\_FILE")

echo -e "Subject:${EMAIL\_SUBJECT}\n\n${body}" | \

ssmtp -C /etc/ssmtp/ssmtp.conf "$TO\_EMAIL"

}

get\_high\_usage\_services

if [ -s "$TMP\_FILE" ]; then

send\_email

fi

rm "$TMP\_FILE"

**Objective: If memory usage exceeds 95%, the script should create a 5GB empty file, activate swap on it, and add it to the memory. Each step should be validated, including the final command using echo $?. Details: Memory Threshold: When memory usage goes beyond 95%, trigger the creation of a 5GB empty file. Swap Activation: Perform swapon and add the file to swap memory. Validation: Validate each step, especially for long-running commands. Ensure the final command’s success using echo** **$?. Command Validation: Include validation after each command, especially for those that take longer to execute.**

check\_success() {

local status=$?

if [ $status -ne 0 ]; then

echo "Command failed with exit code $status"

exit $status

fi

}

memory\_usage=$(free | awk '/Mem/{printf("%.0f"), $3/$2\*100}')

echo "Current memory usage: $memory\_usage%"

if [ -z "$memory\_usage" ]; then

echo "Failed to retrieve memory usage."

exit 1

fi

if [ "$memory\_usage" -ge 95 ]; then

echo "Memory usage exceeds 95%. Initiating swap file creation."

dd if=/dev/zero of=/swapfile bs=1M count=5120

check\_success

echo "5GB empty file created."

chmod 600 /swapfile

check\_success

echo "Permissions set for swap file."

mkswap /swapfile

check\_success

echo "Swap area created on /swapfile."

swapon /swapfile

check\_success

echo "Swap file enabled."

swapon --show | grep '/swapfile'

if [ $? -eq 0 ]; then

echo "Swap file is successfully added."

else

echo "Swap file not added."

exit 1

fi

else

echo "Memory usage is below 95%. No action needed."

fi